
 
 Abstract-- The protection of critical transportation assets 
and infrastructure is an important topic these days.  
Transportation assets such as bridges, overpasses, dams 
and tunnels are vulnerable to attacks.  In addition, facilities 
such as chemical storage, office complexes and 
laboratories can become targets. Many of these facilities 
exist in areas of high pedestrian traffic, making them 
accessible to attack, while making the monitoring of the 
facilities difficult. In this research, we developed 
components of an automated, “smart video” system to track 
pedestrians and detect situations where people may be in 
peril, as well as suspicious motion or activities at or near 
critical transportation assets. The software tracks 
individual pedestrians as they pass through the field of 
vision of the camera, and uses vision algorithms to classify 
the motion and activities of each pedestrian. The tracking is 
accomplished through the development of a position and 
velocity path characteristic for each pedestrian using a 
Kalman filter.  With this information, the system can bring 
the incident to the attention of human security personnel. In 
future applications, this system could alert authorities if a 
pedestrian displays suspicious behavior such as: entering a 
“secure area,” running or moving erratically, loitering or 
moving against traffic, or dropping a bag or other item. 
 
Index Terms—Human Activity Recognition, Computer Vision, 
Reconnaissance and Surveillance, Human Tracking. 

 

I. INTRODUCTION 

The problem of using vision to track and understand the 
behavior of human beings is a very important one.  It has 
applications in the areas of human-computer interaction, 
user interface design, robot learning, and surveillance, 
among others. 
 
At its highest level, this problem addresses recognizing 
human behavior and understanding intent and motive from 
observations alone.  This is a difficult task, even for humans 
to perform, and misinterpretations are common. 
 
In the area of surveillance, automated systems to observe 
pedestrian traffic areas and detect dangerous action are 
becoming important.  Many such areas currently have 
surveillance cameras in place, however, all of the image 
understanding and risk detection is left to human security 
personnel.  This type of observation task is not well suited 

to humans, as it requires careful concentration over long 
periods of time.  Therefore, there is clear motivation to 
develop automated intelligent vision-based monitoring 
systems that can aid a human user in the process of risk 
detection and analysis.   
 
A great deal of work has been done in this area.  Solutions 
have been attempted using a wide variety of methods (e.g., 
optical flow, Kalman filtering, hidden Markov models, etc.) 
and modalities (e.g., single camera, stereo, infra-red, etc.).  
In addition, there has been work in multiple aspects of the 
issue, including single pedestrian tracking, group tracking, 
and detecting dropped objects.  
 
For surveillance applications, tracking is the fundamental 
component.  The pedestrian must first be tracked before 
recognition can begin. Kalman filters have been used 
extensively for tracking in many domains.  In visual 
surveillance, this method appeared very often in the 
literature ([3][9][10][13][28][32]).  It is worthy of note that 
most applications used only a linear Kalman filter 
approach.  It seems that this was sufficient for many 
problems.  We believe this is due to the controlled indoor 
and outdoor environments that were used.  Many 
applications could model 2D or near 2D motion exclusively 
(camera above the scene outdoors, camera tracking lateral 
pedestrian motion indoors). 
 
The majority of papers detailed methods that tracked a 
single person only ([4][6][17][25][29]).  Most of these 
involved indoor domains for purposes of gesture 
recognition [17], and user interfacing [4].  Both [25] and 
[29] use pan-tilt rigs to track a single individual indoors. 
 
Tracking groups and their interactions over a wide area has 
been addressed to a limited extent.  Maurin et. al. used 
optical flow to track crowd movements both day and night 
around a sports arena [1]. Haritaoglu et. al. track groups as 
well as individuals by developing different models of 
pedestrian actions [34].  They attempt to identify 
individuals among groups by segmenting the heads of 
people in the group blob.   
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II. DESCRIPTION OF WORK 

This research was developed in two parts: tracking 
pedestrians and capturing pedestrian images and pedestrian 
activity recognition based on position and velocity.  Figure 
1 below shows a schematic overview of the processes.  The 
first two components, human detection and human tracking 
are described in Part A below, while human activity 
recognition and high-level activity evaluation are described 
in Part B.  For the purposes of this work, we define 
‘activity’ as a set of actions. 
 

Figure 1. Process overview. 

A. Tracking pedestrians and capturing pedestrian 
images 

 
This work built upon the pedestrian and vehicle tracking 
work developed in the Robotics and Vision Laboratory.  
Specifically, we built upon a framework of code developed 
by Harini Veeraraghavan.  This code tracked objects 
appearing in a digitized video sequence with the use of a 
mixture of Gaussians for background/foreground 
segmentation (see [7]) and a Kalman filter for tracking.  
 
All experiments were run on 320x240 pixel resolution 
images on a computer with a Pentium II 450 MHz single 
processor and 128MB of RAM.  In addition, the computer 
incorporated a Matrox Genesis board for video capture.  
All images were taken using a Sony Digital8 video 
camera. 

 
Figure 2. Surveillance image and associated pedestrian 

‘blobs.’ 
 
The goal of this stage was to segment and extract the image 
of each pedestrian from all appearances in the image 
sequence. This “pedestrian image sequence” data could 
then be used in the later stages of the system to provide 
information to the motion recognition components to 
classify the pedestrian motion. 
 
We used a Matrox video capture board and its Genesis 
Native Library to be able to augment the tracker and access 
the pedestrian positions generated.  We developed routines 
to accomplish three things:  

1. Establish a stable oversized bounding box 
around pedestrians tracked smoothly throughout 
video sequence (see Figure 2 above). 
2. Grab the image of the pedestrian within the 
bounding box and save it (see Figure 3). 
3. Combine the individual images into movie files. 
(see Figure 4). 
 

 
Figure 3. Pedestrian tracked across 2 frames of image 

sequence. 
 

This module could then track a pedestrian and generate 
single image snapshots or movies of the pedestrian’s 
motion.  Figure 4 below shows some example image 
sequences generated. 
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Figure 4. Samples of two sequences of pedestrian images.  

B. Human activity recognition based on pedestrian 
position and velocity 

This component estimates the pedestrian motion based on 
the speed and position of the pedestrian.  The basic 
assumption is that much of the pedestrian’s activities can be 
ascertained by measuring these simple aspects.  Measuring 
these values provides several advantages over articulated 
motion analysis: these measurements can be made in real 
time and are far more robust to noise and poor image 
quality. In addition, for our purposes, if a pedestrian is 
moving in an area that is off limits, that should be flagged 
as a warning.  In this circumstance, the type of motion is 
generally irrelevant. 
 
This process had several components: 

1.  Track each pedestrian throughout scene using 
the Kalman filter estimates.  
2.   Record the position and velocity state.  
3. Develop a position and velocity path 
characteristic for each pedestrian.  This was done 
using the Kalman filter prediction of future state. 
4.  Set a “warning signal” under the following 
conditions: 

a. Pedestrian enters near a “secure area” (a 
gate, expensive art display, podium, etc…). 
b. Pedestrian moves above a walking speed . 
c. Pedestrian loiters in the area for a long time. 
d. Pedestrian falls down. 

 
For the purposes of testing, we assigned the upper right 
corner of the screen (the steps in front of the building 
entrance) to be a “secure area” and programmed the 
software to signal a warning if any pedestrians entered that 
region.  In addition, the software calculated the speed of 
each pedestrian and signaled a warning if any pedestrian 
exceeded the speed threshold for walking (our experiments 
indicated a top walking speed of 2.25 meters/second). 
Falling was detected using a combination of pedestrian 
velocity and shape. In each of these cases, a pedestrian 
motion image was captured to record the incident.  This 
image was taken from the wide-angle surveillance footage.  
In the future, we plan to integrate a pan-tilt mounted zoom 
camera to capture high-resolution images of incidents. 

 

 
Figure 5. Screenshot of the system in operation.  Pedestrian 
“2” has entered a secure area and created a warning signal. 

III. RESULTS 

We tested the system in an outdoor courtyard where there 
was a continuous flow of pedestrian traffic. Figures 6, 8, 
and 9 below show the surveillance images taken, with the 
pedestrian motion paths in image space superimposed on 
them.  In each case, the bottom figure shows a map of the 
pedestrian paths and motion type in world coordinates. 

A. Activity recognition 

Sequence 1. This sequence tracked two pedestrians crossing 
the courtyard in different directions.  Pedestrian #2 tripped 
and fell down during the sequence. 
 

 
Figure 6. Tracked pedestrian image and map of motion. 

 



 
Figure 7. Surveillance image of pedestrian “2” fallen down.  

 
In the above example, pedestrian #2 spent 9.4 seconds 
fallen (as indicated by the dark areas in Figure 6).  In 
addition, pedestrian #2 later trespassed in the “secure area” 
for a total time of 4.6 seconds.  The motion path of 
pedestrian #2 indicates a large divergence midway through 
the image (see Figure 6).  The pedestrian did not actually 
take this path.  This error results from an artifact introduced 
by the background separation method we used (see section 
C below). 
 
Sequence 2. This sequence tracked three pedestrians 
crossing the courtyard.  Pedestrian #3 walked through the 
“secure area” at the end of the sequence. 
 

 

 
Figure 8. Tracked pedestrian image and map of motion. 

 
In this test, pedestrian #3 spent 5.6 seconds in the “secure 
area.” 

 
Sequence 3. This sequence tracked two pedestrians crossing 
the courtyard.  Pedestrian #3 was on a bicycle. 
 

 

 
Figure 9. Tracked pedestrian image and map of motion. 

 
The dark area in the above figure shows pedestrian #4 
loitering in the courtyard for 22.3 seconds. The motion path 
for pedestrian #3 shows the pedestrian moving rapidly 
throughout the sequence. 

B. Pedestrian velocity analysis 

Each pedestrian’s velocity was calculated and used as part 
of the activity recognition.  Figure 10 below shows a 
sample of the velocity characteristic over time for a walking 
pedestrian and a running pedestrian. 
 

 
Figure 10. Characteristic sample of measured pedestrian 

velocity.  This velocity is calculated in world coordinates. 



C. Problems encountered/limitations of current solution 

We encountered significant changes in lighting when we 
captured the test sequences (compare Figures 8 and 9). 
Rapid changes in the lighting of the outdoor scene such as 
those caused by the sun suddenly going behind/emerging 
from a cloud (dark shadows, harsh edges) introduced some 
error in our tracking system.  The background segmentation 
method that we used took up to 15 seconds to adapt to 
large-scale changes of this kind, causing blobs to appear 
where there was no foreground person or object.  This 
problem became particularly evident in test Sequence 1 (see 
Figure 6). 
 
One limitation of our system is that since we do not directly 
observe the motion of the pedestrian through articulated 
motion analysis, our system does not distinguish between 
objects moving at the same speed through different means, 
such as a bicyclist and a runner (see Figure 8 above).    

IV. CONCLUSIONS/FUTURE WORK 

To advance the system in the future, we would like to add 
several components. We would like to expand the 
pedestrian tracker to consider many more states of 
pedestrian motion and generate warnings, including erratic 
pedestrian motions (changes motion suddenly) and 
pedestrian motion against the flow of traffic (incorporating 
some optical flow principles).  We would also like to add a 
detection scheme for dropped objects and objects newly 
appearing in the scene. 

 
In addition, we believe this system would benefit from the 
addition of multiple cameras of different types, including a 
pan-tilt mounted zoom camera and an infrared camera. 
 
In the far future, we would like to examine the use of a 
motion recognition and tracking system on a mobile robotic 
platform to detect and follow individuals.  
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